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Abstract. We propose CharmVZ, a distributed Python-based performance anal-
ysis tool for applications developed with Charm++. Inspired by StarVZ, Char-
mVZ addresses the limitations of current tools by offering a distributed option
to analyze large-scale traces of widely used applications such as ChaNGa and
NAMD. Additionally, by integrating with the Python ecosystem, CharmVZ will
enable new ways of analyzing data, for example, through machine learning,
making it a novel tool for optimizing HPC applications.

1. Introduction

Task-based parallelism is a programming paradigm in which the problem to be solved is
divided into different steps, called tasks, that are related and ordered by their data depen-
dencies. In this way, the problem can be represented as a direct acyclic graph (DAG),
and the tasks can be scheduled so that those that are independent can be executed simul-
taneously in different processing elements, reducing the time to solution of the whole
program. Since libraries that implement this framework often have a runtime system
with knowledge of available hardware, they can implement steps to mitigate the com-
putational load imbalance by dynamically allocating work to underutilized resources.
Task-based parallelism libraries often support different profiling methods that help to
optimize software and diagnose performance bottlenecks. StarVZ [Nesi et al. 2020]
is an R-based performance analysis tool for the StarPU task-based parallelism frame-
work [Augonnet et al. 2009]. It allows for powerful statistical analysis of the data
and the creation of rich visualizations. The Charm++ task-based parallel program-
ming model [Kale and Krishnan 1993] has a similar need to visualize traces, as is used
in large-scale parallel applications such as ChaNGa, a cosmological simulation frame-
work [Jetley et al. 2008], and NAMD, a widely used nanoscale molecular dynamics
application [Phillips et al. 2020]. Both programs require high performance, scalabil-
ity, and load balancing in massive distributed systems, which makes it essential to
profile their behavior effectively; additionally, their traces can be large enough that
there would be a benefit in using distributed computing for their analysis, similar to
how it is done with MPI+OpenMP software using the Scalasca performance analysis
tool [Geimer et al. 2010]. This paper proposes CharmVZ, a Python-based tool inspired
by StarVZ and powered by the distributed computing library Dask to analyze Charm++
traces, facilitating the performance visualization of applications such as ChaNGa and



NAMD. Tapping into the Python ecosystem will allow programmers to analyze their data
with a vast array of techniques, from statistical analysis to machine learning.

2. Proposal

To develop CharmVZ, it will be necessary to follow a two-stage approach similar to that
of StarVZ. The first stage will be involved with the preprocessing and transformation of
the tracing data generated by Charm++, while the second stage is mainly involved in the
actual analysis and visualization of the data. CharmVZ will address limitations in the
Projections’ data presentation using Python data visualization libraries, to create flexible
visualizations. These visualizations will help users explore execution timelines, commu-
nication patterns, and load balancing behavior more effectively, it will also allow users to
filter data, compare different execution runs, and export data for further analysis. The tool
will be designed with key Charm++ features in mind, for example, CharmVZ will pro-
vide visualizations that highlight message-passing patterns and communication overhead
to help developers identify potential bottlenecks, it will visualize task over-decomposition
and dependencies using a DAG, making it easier to understand task parallelism and its
impact on performance, and it will show how Charm++ dynamically redistributes tasks
across processors, offering insights into task migrations, resource usage, and the effec-
tiveness of different load-balancing strategies. To analyze the huge traces of complex
programs, CharmVZ will make use of the Dask, which allows for the easy and transpar-
ent scaling up of computational resources. By integrating with Python data manipulation
libraries, CharmVZ will allow users to perform an in-depth analysis of their performance
data. This will enable users to apply statistical analysis, create customized visualizations,
and train parameter optimization algorithms, as well as improve the ability to diagnose
and resolve performance issues in Charm++ applications like NAMD and ChaNGa.
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